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[bookmark: _Toc57837798]Executive Summary
	

The rise in the number of Gen Z and Millennial population is booming job centers like San Francisco, New York, among many other cities. Their quest for affordable living has fueled the co-living market's growth in the United States. 

ROOM8, a data-driven organization, caters to this demographic's needs by offering a platform to find the perfect roommate. The company is now expanding its market share by finding new users for their social media platform and targeting them with their marketing campaign for a better conversion rate.

In this project, we have helped ROOM8 identify potential users looking for roommates on social media, grouped them into market segments/clusters and provided a matching algorithm to find the appropriate match to the users using Optimization.





	[bookmark: _Toc57837799]Objective
This project explores the possibilities of using Optimization to cluster market segments on social media platforms and provide a stable matching algorithm for ROOM8.
[bookmark: _heading=h.1fob9te][bookmark: _Toc57837800]Business Problem
In this project, we are trying to solve two business problems using Optimization,
1) To Identify Market Clusters
We can see a considerable increase in the number of users trying to find rooms/roommates using social media. People post statuses/tweets, join Facebook/Twitter groups, or even attend Facebook events to look for roommates and find a suitable place to rent. These users could be the prospective users of the ROOM8 platform. Identifying such users and targeting them would be the best expansion strategy for market growth for ROOM8. We tried to incorporate an Optimization model to determine the clusters/segments of such users on social media.

2) To Match Roommates
Finding a stable match between roommates based on their priorities is the goal of ROOM8. We tried to find a stable match between the set of identified users using an optimization model.
[bookmark: _heading=h.3znysh7][bookmark: _Toc57837801]Methodology
[bookmark: _heading=h.2et92p0][bookmark: _Toc57837802]Overview:
1) We mined social media for obtaining the list of people looking for roommates and their attributes.
2) With the help of an evolutionary solver, we grouped the identified users into different market segments/clusters with the K Means Ideology
3) We performed Linear Optimization in each cluster to identify a stable match between the users.

[bookmark: _Toc57837803]Data Collection:
We decided to mine data from the Twitter platform to identify users looking for roommates on social media.  We wanted to represent each of these users in five attributes with a Boolean value: clean, student, night person, smoker, pet lover. We focused on one city for the user search: Los Angeles, California.
[bookmark: _heading=h.3dy6vkm]


[bookmark: _Toc57837804]Method 1:
We mined Twitter data using the Tweepy library. We performed a hashtag, and keyword search to retrieve user tweets to a CSV file, then used Natural language processing to extract the desired attribute values from the retrieved tweets.
[bookmark: _heading=h.1t3h5sf]
[bookmark: _Toc57837805]Method 2: 
Due to mining limitations on the twitter algorithm, we could not fetch data older than 30 days. Hence we decided to extract tweets manually. 

We used Natural Language Processing to extract our desired five attributes from the tweets.

After data cleansing, we chose 50 users out of the total users from the above two methods to build our optimization model.

[bookmark: _heading=h.4d34og8][bookmark: _Toc57837806]Clustering Model
On our selected 50 users and their five Boolean attributes, we performed K Means clustering using the evolutionary solver in Excel. Our clustering model's goal is to minimize the distance of the cluster members to the cluster center by choosing optimal cluster centers. 
Firstly, we assigned integer indexes to each of the users; then calculated standardized data for the attributes using the excel standardize function. This standardized data was used for further calculations.
We randomly chose cluster centers among the users and calculated the Euclidean distance between the standardized user values and the first level cluster centers. We used the evolutionary solver to find optimal cluster centers by minimizing the standard error between the users and the cluster centers.
We performed clustering with different K sizes to identify the optimal number of clusters representing our user segments.

We used the four Step Model development strategy to build our clustering model, as below:

Step1: Identify relevant concepts

1)  Inputs:
: index representing users, where  
: index representing cluster, j  
: cluster center
: user i
K: number of clusters


2) Objective: 
 To minimize the squared error

3) Decision Variable:
:  cluster center

4) Constraints:
		
 


Step2: Setup Algebraic Model
The algebraic model to minimize distance is as below,
)

 
 Step3: Execute 
“Spreadsheet modeling” is used to execute the above said algebraic model and the following results were obtained

Excel Results:
SSE for each segment is calculated and the attributes with the highest average in each segment are marked in crimson in the below tables
	Output for K=1

	 
	Student
	Pet Owner
	Clean
	Smoker
	Night owl

	 
	 
	 
	 
	 
	 

	AVERAGE
	0.18
	0.10
	0.38
	0.12
	0.24

	Segments
	Number
	% 
	SSE/Segment
	 
	 

	Segment 1
	50
	100.0%
	38.1
	SSE Total
	38.1

	 TOTAL 
	50
	100.0%
	 
	 
	 

	 

	

	
	
	
	
	

	Output for K=2

	 
	Student
	Pet Owner
	Clean
	Smoker
	Night owl

	 
	 
	 
	 
	 
	 

	Segment 1
	0.16
	0.10
	0.00
	0.16
	0.29

	Segment 2
	0.21
	0.11
	1.00
	0.05
	0.16

	 
	 
	 
	 
	 
	 

	Total
	Number
	% 
	SSE/Segment
	 
	 

	Segment 1
	31
	62.0%
	17.5
	SSE Total
	25.9

	Segment 2
	19
	38.0%
	8.4
	 
	 

	 TOTAL 
	50
	100.0%
	 
	 
	 

	
	
	
	
	
	

	Output for K=3

	 
	Student
	Pet Owner
	Clean
	Smoker
	Night owl

	 
	 
	 
	 
	 
	 

	Segment 1
	0.25
	0.08
	0.25
	0.00
	1.00

	Segment 2
	0.14
	0.09
	0.00
	0.23
	0.00

	Segment 3
	0.19
	0.13
	1.00
	0.06
	0.00

	 
	 
	 
	 
	 
	 

	Total
	Number
	% 
	SSE/Segment
	 
	 

	Segment 1
	12
	24.0%
	5.4
	 
	 

	Segment 2
	22
	44.0%
	8.3
	SSE Total
	18.8

	Segment 3
	16
	32.0%
	5.1
	 
	 

	 TOTAL 
	50
	100.0%
	 
	 
	 

	
	
	
	
	
	

	Output for K=4

	 
	Student
	Pet Owner
	Clean
	Smoker
	Night owl

	 
	
	
	
	
	 

	Segment 1
	1.00
	0.11
	0.44
	0.00
	0.33

	Segment 2
	0.00
	0.00
	0.17
	1.00
	0.00

	Segment 3
	0.00
	0.14
	0.00
	0.00
	0.33

	Segment 4
	0.00
	0.07
	1.00
	0.00
	0.14

	 
	
	
	
	
	 

	Total
	Number
	% 
	SSE/Segment
	 
	 

	Segment 1
	9
	18.0%
	5.1
	
	 

	Segment 2
	6
	12.0%
	0.8
	SSE Total
	15.8

	Segment 3
	21
	42.0%
	7.2
	
	 

	Segment 4
	14
	28.0%
	2.6
	
	 

	TOTAL
	50
	100.0%
	 
	 
	 

	





	
	
	


	

	

	Output for K=5

	 
	Student
	Pet Owner
	Clean
	Smoker
	Night owl

	 
	 
	 
	 
	 
	 

	Segment 1
	0.20
	0.00
	0.00
	0.00
	0.00

	Segment 2
	0.27
	0.00
	0.27
	0.00
	1.00

	Segment 3
	0.20
	1.00
	0.40
	0.00
	0.20

	Segment 4
	0.00
	0.00
	0.17
	1.00
	0.00

	Segment 5
	0.15
	0.00
	1.00
	0.00
	0.00

	 
	 
	 
	 
	 
	 

	Total
	Number
	% 
	SSE/Segment
	 
	 

	Segment 1
	15
	30.0%
	2.4
	 
	 

	Segment 2
	11
	22.0%
	4.4
	SSE Total
	12.1

	Segment 3
	5
	10.0%
	2.8
	 
	 

	Segment 4
	6
	12.0%
	0.8
	 
	 

	Segment 5
	13
	26.0%
	1.7
	 
	 

	TOTAL
	50
	100.0%
	 
	 
	 



[bookmark: _Toc57837807]Cluster Plots:
We have plotted the segments for each K as below,
1) K=2
[image: ]
2) K=3
[image: ]


3)K=4
[image: ]

4)K=5
[image: ]
[image: ]
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Step4: Evaluation
We performed clustering with different K values to identify the best model that represents each of the segments, and calculated segment-wise SSEs. Cluster with K=5 has the minimum SSE and also represents the attributes well.
[bookmark: _heading=h.2s8eyo1][bookmark: _Toc57837808]Matching Model
The next step is to find a stable match for the identified roommate users using Optimization. A match is stable only if the user is matched with the best possible option. The model is inspired by Irving’s algorithm, except that we used Linear optimization to make the match instead of eliminating the unstable pairs.
The individual cluster user count was smaller. Hence, we decided to find the best possible match for all our 50 users. The attributes for the users are captured in binary. Therefore, we used Hamming distance as a metric to measure the distance/dissimilarity between the users. The distance between users was calculated using python.
Since we have the distance between the users based on their preference attributes, the problem can be easily solved with the Linear Integer Optimization Approach by assigning the match between the users as zero or one with the necessary constraints.
We used the four Step Model development strategy to build our matching model, as below:

Step1: Identify relevant concepts
1)  Inputs:
: index representing users in set 1, where  
: index representing users in set 2, j  
 : hamming distance between the users
       : Users

2) Objective: 
To minimize the distance between the users

3) Decision Variable:
:  binary decision variable

4) Constraints:
		
 




Step2: Setup Algebraic Model
The algebraic model to minimize distance between users is as below,



 

 Step3: Execute 
We used Python cvxpy to execute our linear matching model and obtained the following output,


The final output is a matrix that has a match between the users. The output file attached with this project report has the users in the row and column headers and the 1’s in the matrix represent a match and the 0’s represent no match. Every user is matched with one potential user in the group.

Step 4: Evaluation
We randomly picked out matched users and checked out the similarity measure to conclude that the model has provided us with an optimal solution.
[bookmark: _heading=h.17dp8vu][bookmark: _Toc57837809]Caveats
For the clustering model, there are certain limitations as below,
1. Conventional solvers cannot handle the increase in user size, and processing time might be an issue going forward
2. To find the optimal K value, we had to run several iterations, which could be eliminated if we included optimal calculation of K Value as part of the model
3. Automatically fetching and clustering large scale data on a time-on-time basis will be a problem with the existing model
4. We could also try other approaches like convex clustering to compare the best results

For the Matching model,
        1) Increase in user base will increase the processing time.

[bookmark: _heading=h.3rdcrjn][bookmark: _Toc57837810]Conclusion
Therefore, we have created two optimization models, one to cluster market segments and one to find a stable match.
[bookmark: _heading=h.26in1rg][bookmark: _Toc57837811]Appendix
[bookmark: _heading=h.lnxbz9][bookmark: _Toc57837812]Python code for Twitter Data Mining using Tweepy




[bookmark: _heading=h.35nkun2]


[bookmark: _Toc57837813]Python code for NLP based Attribute extraction
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[bookmark: _heading=h.1ksv4uv][bookmark: _Toc57837814]Python CVX implementation for Linear Matching model
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Optimal solution found (tolerance 1.00e-04)
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import pandas as pd
import tweepy
from tweepy.streaming import StreamListener
import csv
import json
# used API keys below instead of '***'
twitter_key = dict()
consumer_key = "F¥xriisr
consumer_secret = "HfREr"
access_key= "FEFEEET
access_secret = "FrEEE"
auth = tweepy.OAuthHandler(consumer_key, consumer_secret)
auth.set_access_token(access_key, access_secret)
import sys
sys.setrecursionlimit(10000)
class Listener(StreamListener):
def on_error(self, status_code):
if status_code == 420:

#returning False in on_data disconnects the stream

return False
listner = Listener()
api = tweepy.API(auth, wait_on_rate_limit=True, wait_on_rate_limit_notify=True)
name = "roommatesearch"” # name of the output csv file
search = "anyone looking for roomate in LosAngeles”
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count = 100 # number of tweets you want to scrape

lang = "eng” # language in which you want to scrape
date_since="2020-05-01"

# writing tweets in csv file. Please give the proper file path to save your csy file

new_tweets = tweepy.Cursor(api.search, g=search,include_rts=False,tweet_type="recent”,include_entities=True, lang="eng").items

~ outtweets = [[i + 1,tweet.user.name, tweet.user.screen_name, tweet.created_at,len(tweet.entities[ 'hashtags']),"&".join([x[ 'te;
tweet.text.replace(”\n"”, "")] for i, tweet in enumerate(new_tweets)]
filename = name
# writing on a csv file
f = open('C:/Users/sowmy/Downloads/'+ filename +'.csv’, 'w’,encoding="utf-8",newline="\n") # write mode binary
fw = csv.writer(f) # create csv writer
~ fw.writerow([ 'index’, 'name’, 'screen_name', 'created_at', 'hashtags_count’,
'hashtag_text', 'text=tweet.fulltext'])
fw.writerows(outtweets)
f.close() # close file
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In [12]: new_comment['total']

Out[12]: @ [Clean, ,, friendly, ,, &, thoughtful, seeking...
1 [Clean, healthy, jock, looking, for, same, for...
2 [ISO, room, rental, in, a, clean, home, with, ..
3 [Competent, ,, Respectful, ,, Clean, Roommate,..
4 [55y/0, retired, man, with, disability, search...

253 [Lovely, Place, To, Call, Home, ,, Move, in, R...
254 [Encino, Studio, LOFT, 2, bathrooms-Move, in, ...
255 [Rent-able, Clubhouse, Area, ,, Oven/Range, ,,...
256 [Encino, Studio, Loft-2, bathrooms-Move, in, S...
257 [Encino, Studio, Loft-2, bathrooms-Move, in, S...
Name: total, Length: 257, dtype: object

In [13]: from nltk.stem.snowball import SnowballStemmer
stemmer = SnowballStemmer("english")
new_comment['total'] = new_comment['total'].apply(lambda x: [stemmer.stem(y) for y in x]) # Stem every word.

In [14]: new_comment['total'] = new_comment['total'l.apply(lambda x: " ".join(x))

In [15]: new_comment['total'l]

Out[15]: @ clean , friend , & thought seek room or roomma...
1 clean healthi jock look for same for roommates...
2 iso room rental in a clean home with yardstrai..
3 compet , respect , clean roommat want . ( $ 80..
4 55y/0 retir man with disabl search for a room ...

253 love place to call home , move in readydysdy ...

254 encino studio loft 2 bathrooms-mov in special-...
255 rent-abl clubhous area , oven/rang , frame mir...
256 encino studio loft-2 bathrooms-mov in special-...
257 encino studio loft-2 bathrooms-mov in special-...

Name: total, Length: 257, dtype: object
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In [16]:

In [17]:
Out[17]:

#make the words to Matrix, count ferquiance

from sklearn.feature_extraction.text import CountVectorizer

from nltk.corpus import stopwords

stop_words = stopwords.words('english"')

count_vect=CountVectorizer(stop_words=stop_words, lowercase=True)

TD_counts=count_vect.fit_transform(new_comment['total'])
DF_TD_Counts=pd.DataFrame(TD_counts.toarray())

DF_TD_Counts

4088 4089 4090 4091 4092 4093 4094

4095 4096 4097

0 0 00O OO OOOTUO OO 0
10 0 0 0OOO O OOTPO 0
2 0 0 00 O0OO0OO0OOO0OO0OTO 0
3 0 00OOOOOO0OTO 0
4 0 000 O OOO0OOO0OTO 0
252 0 0 0 OOO O O OO 0
253 0 0 0 0O OO O O OO 0
254 0 1. 0 1 1 0 0 0O O O 0
255 0 0 0 0O O OO O OO 0
256 0 0 0 0O OO O O OO 0

257 rows x 4098 columns
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In [18]:

from sklearn.decomposition import PCA

In [19]: pca=PCA(n_components=2)
reduced_x=pca.fit_transform(DF_TD_Counts)
#1TTHRE
In [20]: reduced_x
Out[20]: array([[-3.53968451e+00, 1.85009728e+00],
[-4.60118776e+00, -5.46598100e-01],
[-4.41601919e+00, -1.68682281e+00],
[-5.21833771e+00, -1.79549722e+00],
[-4.44607616e+00, 1.70272963e+00],
[-4.15432691e+00, 2.17282836e+00],
[-2.51836731e+00, 2.51261809e+00],
[-3.17629853e+00, 1.17411527e+00],
[ 3.14956592e+00, 1.62784700e+01],
[ 3.14956592e+00, 1.62784700e+01],
[-5.40935799e+00, -2.15267236e+00],
[-4.80601133e+00, -1.22358469e+00],
[-3.16189436e+00, -7.83911713e-01],
[-4.43262231e+00, 1.49063514e+00],
[-4.88059290e+00, 5.27527001e-01],
[-4.68538906e+00, 1.41888531e+00],
[-2.29242568e+00, 2.13123911e-01],
[-5.13448678e+00, —2.13525397e+00],
[-5.22117507e+00, -2.49251682e+00],
r A
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book= pd.ExcelFile(r'C:\Users\sowmy\Desktop\Cvxopt\preferencefile.xlsx")
distances = book.parse("Sheet3")
distances.to_numpy()

#preference file is the file that has the hamming distance

# Binary Dec.VARS
x = Variable((49, 5@), boolean=True)
#u = Variable(5@, integer=True)

# CONSTRAINTS

constraints = []

for j in range(49):
indices = np.hstack((np.arange(@, j), np.arange(j + 1, 49)))
constraints.append(sum(x[indices, j]) == 1)

for i in range(49):
indices = np.hstack((np.arange(@, i), np.arange(i + 1, 49)))

constraints.append(sum(x[i, indices]) == 1)
# for i in range(1, N):
# for j in range(1, N):
# if i 1= j:
# constraints.append(u[i] - u[j] + N*x[i, j] <= N-1)
# OBJ

obj = Minimize(sum(multiply(distances, x)))

# SOLVE

prob = Problem(obj, constraints)
prob.solve(verbose=True)
print(prob.value)

print(x.value)
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